
Method
We propose FastTrack, a novel two-stage pipeline and can be easily adapted without the need to train a model (D-iii).

Stage ① Semantic Clustering
• FastTrack leverages a recursive clustering scheme to mine the semantic structure in the training corpus, which enables a

coarse matching for a given query.

Stage ② LLM as a Sample-Level Tracer
• FastTrack first retrieves relevant clusters for a given query by applying fuzzy match to identify those clusters that share similar 

keywords as the query.
• With the retrieved clusters, FastTrack leverage the power of LLMs classifying each candidate training example into two

categories based on its ‘supportiveness’. We devised the prompting strategy to evaluate a batch of training data in a single 
inference run to further enhance efficiency.
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When does BM25 fail?
§ BM25 operates based on token overlap, and retrieves examples with high 

lexical similarity to the query, regardless of their factual consistency.

§ BM25’s performance can drop a large margin under slight rephrasing of 
the text.

When do TDA methods fail?
§ TRACIN’s performance is highly dependent on having the exact same 

construct of question-answer pairs.

§ TRACIN tends to retrieve sentence with the same masked token. 

§ EMBED cannot detect fact-support correspondence between samples and 
cannot distinguish different levels of sample similarities.
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Background
LLMs often produce seemingly coherent yet unfounded outputs 
(‘hallucinations’), posing risks in high-stake scenarios such as healthcare 
and finance. This has motivated research on fact tracing, aiming to identify 
the training data that serves as the knowledge source for LLMs’ generation.

Prior fact tracing formulation
§ Seeking to find the most influential data points that lead an LM to 

generate a particular fact.

What’s the problem?
§ It’s hard to collect the ground truth data, which makes it impossible to 

accurately evaluate a method’s performance. 

§ Prior works label the training data that supports the generation of a fact 
as ground truth, which results in a mismatch between formulation and 
evaluation setup.

We propose a new formulation of fact tracing that focuses on finding 
training data that support a fact generated by an LLM. 

We summarize the desiderata for fact-tracing methods as follows:

o D-i. Effective and Accurate. For a target query, fact-tracing methods 
need to identify all supporting facts in the training corpus and achieve 
both high precision and recall simultaneously.

o D-ii. Computationally Tractable. Fact-tracing methods need to be 
scalable with both the number of queries and the number of training 
samples to be examined.

o D-iii. Practically Robust. Fact-tracing prioritizes general-purposed, 
principled methods that are plausible for deployment and transferable 
between use cases.

Current methods all miss one or more of these principles:
§ Gradient-similarity-based methods are computationally demanding (D-ii); 

and considerably susceptible to noises, results in unstable performance 
even with extensive hyper-parameter tuning (D-i, D-iii).

§ Lexical-similarity-based methods rely on the assumption that queries and 
samples with supporting facts being similarly phrased, which is not 
necessarily true (D-i, D-iii).

Takeaway ① 
FastTrack delivers impressive tracing performance, yielding both high precision
and recall, improving the F1 score by >80% compared to the best-performing
baseline BM25. (D-i)

Takeaway ② 
FastTrack not only excels in fact-tracing performance but also offers
the optimal balance between computational speed and effectiveness. It
outperforms competitors significantly, running 33 times faster than
TRACIN in evaluating 100 queries. (D-ii)
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Some Failure Cases of Existing Methods

All existing methods rely on similarity measures. However, similarity in 
these pre-defined spaces may easily fail to capture the nuance of 
supportiveness effectively. 
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