
"a statue of someone 
sitting and reading a 
book"

"a statue that is 
sitting in a very still 
scene"

"a statue on a chair
in gray color"

"a statue has a chair
on the back"

"a statue of a man 
sitting on a chair"

"a small sculpture
sitting on a pedestal"

"a small statue of a 
woman in a cloak
sitting on a throne"

"a sculpture of a person 
sitting on a throne"

"statue of king benjamin on a 
grey background"

"a statue holding a book and a scepter"

"a statue with a robe and 
a crown"

"a statue of a person 
with a crown"

Introduction:
• Recent works like ULIP have shown promising 3D representation learning 

by aligning features from 3D, 2D counterparts, and language.
• However, existing methods often lack scalability and fail to deliver 

comprehensive language descriptions.
• We introduce ULIP-2, which utilizes LMMs to automatically produce holistic 

textual descriptions from only 3D data, eliminating manual annotations. 
• Besides better scalability, ULIP-2 also sets new SOTA on various 

downstream tasks.

Experiments:
• Zero-Shot 3D Classification
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Model #Params(M) Overall Acc Class-mean Acc
PointNeXt (from scratch) 1.4 87.5 85.9
PointNeXt (w/ ULIP-2) 1.4 91.5 (↑ 4.0) 90.9 (↑ 5.0)

Proposed Approach:
• In ULIP-2, only 3D shape data is required. 
• We extract 3D point clouds from the surface.
• Then render images from various viewing angles. 
• We then leverage BLIP-2 to generate holistic texts for each rendering. 
• For each image, we generate 10 sentences, rank using CLIP, and 

aggregate the top-1 descriptions to form a holistic language modality.
• We scale both the tri-modal datasets and the encoders (3D and CLIP) 

for pre-training.

Our Github repo includes:
• Pre-trained models
• Pre-train datasets

Illustration of our scalable tri-modal dataset creation framework.
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"a statue holding a book and a scepter",
"a statue of a figure with a crown, and a 
sword on a table",
"a small stone statue with a book and 
writing tool"

"a statue holding a book and a scepter",
"a statue of a figure with a crown, and a 
sword on a table",
"a small stone statue with a book and 
writing tool"

"a statue holding a book and a scepter",
"a statue of a figure with a crown, and a 
sword on a table",
"a small stone statue with a book and 
writing tool"

"a statue holding a book and a scepter",
"a statue of a figure with a crown, and a 
sword on a table",
"a small stone statue with a book and 
writing tool"

Zero-shot 3D 
classification

3D classification 
with fine-tuning 3D captioning

Downstream Tasks

Two Large-scale Tri-modal 
Datasets are Released:
• ULIP-Objaverse Triplets
• ULIP-ShapeNet Triplets

• Finetune for 3D Classification on ScanObjectNN

• 3D-to-Language Generation

Multimodal generation framework Frozen 3D encoder CIDEr score

X-InstructBLIP PB w/ULIP 132.2
X-InstructBLIP PB w/ULIP-2 160.5(↑ 28.3)

Model Pre-train Pre-train Manual Objaverse-LVIS ModelNet40
dataset method captions? top-1 top-5 top-1 top-5

PointCLIP [58] – – – 1.9 5.8 19.3 34.8
PointCLIPv2 [62] – – – 4.7 12.9 63.6 85.0
ReCon [34] ShapeNet ReCon [34] 3 1.1 3.7 61.2 78.1
CLIP2Point [11] ShapeNet CLIP2Point [11] 7 2.7 7.9 49.5 81.2
Point-BERT [55] ShapeNet OpenShape [22] 3 10.8 25.0 70.3 91.3

Point-BERT [55] Objaverse(no LVIS) + ShapeNet OpenShape [22] 3 38.8 68.8 83.9 97.6

Point-BERT [55] Objaverse + ShapeNet OpenShape [22] 3 46.5 76.3 82.6 96.9

Point-BERT [55] Objaverse + ShapeNet + (2 extra) OpenShape [22] 3 46.8 77.0 84.4 98.0

Point-BERT [55]

ShapeNet ULIP [52] 3 2.6 8.1 60.4 84.0
ULIP-2 7 16.4 34.3 75.2 95.0

Objaverse(no LVIS) + ShapeNet ULIP [52] 3 21.4 41.9 68.6 86.4
ULIP-2 7 46.3 75.0 84.0 97.2

Objaverse + ShapeNet ULIP [52] 3 34.9 61.0 69.6 85.9
ULIP-2 7 50.6 79.1 84.7 97.1

Table 1. Zero-shot 3D classification on Objaverse-LVIS and ModelNet40. The highlighted lines of OpenShape are from the current SOTA
approach. Our method surpasses the current state-of-the-art (SOTA) OpenShape in zero-shot 3D classification, achieving a 3.8% higher
top-1 accuracy on Objaverse-LVIS, and demonstrating comparable performance on ModelNet40, despite using fewer pre-training datasets.
A tick in the “Manual captions?” column means the pre-trained model leverages 3D captions that, to some degree, rely on manual efforts,
while a cross means the opposite.

ture space. We adopt the largest version of encoders from
OpenCLIP (ViT-G/14) [13] for most of our experiments and
freeze it during the pre-training. The feature space, already
pre-aligned by OpenCLIP, serves as the target space where
we aim to integrate the 3D modality.

During tri-modal pre-training, given a 3D shape O, we ex-
tract its 3D point cloud P, randomly sample its 2D rendered
image I ⇠ render(O), with its BLIP-2 generated language
description T ⇠ blip2(I), where render is the 3D-to-2D ren-
dering operation and blip2 is to query BLIP-2 [18] for image
description. We then extract the image feature f

I = EI(I)
and text feature f

T = ET(T) based on the pre-aligned and
frozen image encoder EI and text encoder ET in OpenCLIP
[13]. We target to train a 3D point cloud encoder EP such
that its 3D feature f

P = EP(P) is aligned with its image
and text features. We formulate the 3D-to-image alignment
using the contrastive loss similar in spirit to CLIP [37]:
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where i, j are the sampling indices, and ⌧ is a learnable
temperature parameter. The first term indicates that the
dot product of the 3D feature and the image feature of the
same sample should stand out among other products where
the image features are from different samples. Likewise,
the second term indicates that the dot product of the 3D
feature and the image feature of the same sample should

stand out among other products where the 3D features are
from different samples.

Similarly, we formulate the 3D-to-text alignment loss as:
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Our final training objective is to train the 3D encoder
EP that minimizes the sum of the two contrastive alignment
losses above:

min
EP

LP2I + LP2T. (3)

3.4. Scaling Up the 3D Multimodal Learning

Recognizing the benefits of more powerful image and text
encoders for learning more generalized multimodal 3D rep-
resentations, we extend our exploration beyond the smaller
ViT-B model, previously utilized in ULIP. Our experiments
focus on upgrading this vision-language backbone in the
tri-modal alignment framework. Additionally, we inves-
tigate scaling up the model size, while keeping the other
settings unchanged. The effectiveness of these modifications
is evaluated through zero-shot classification tasks on both
ModelNet40 and Objaverse-LVIS datasets. See Table 9.


