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ULIP-2: Towards Scalable Multimodal Pre-training for 3D Understanding
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Introduction: Proposed Approach: Experiments:

» Recent works like ULIP have shown promising 3D representation learning  « In ULIP-2, only 3D shape data is required. « Zero-Shot 3D Classification
by allgnlng features from 3D’ 2D Counterparts, and Ianguage' ¢ We eXtraCt 3D pOint CIOUdS frOm the Surface. Model Pre-train Pre-train Manual Objaverse-LVIS ModelNet40
« However, existing methods often lack scalability and fail to deliver - Then render images from various viewing angles. dataset method captions? top-l  fop->  top-l top->
. C PointCLIP [58] - - - 1.9 5.8 19.3  34.8
comprehensive language descriptions. « We then leverage BLIP-2 to generate holistic texts for each rendering. o L] N ReCon 144 p 7. 129630 80
. . g . . . cLon apeiNe ceon . . . .
* We introduce ULIP-2, which utilizes LMMs to automatically produce holistic , 5. a5ch image, we generate 10 sentences, rank using CLIP, and CLIP2Point [11]  ShapeNet CLIP2Point [11] X 27 79 495 812
textual descriptions from only 3D data, eliminating manual annotations ’ . it ’ - Point-BERT [55]  ShapeNet Openshepe {221 v 10820 703 913

y ) | aggregate the top-1 descriptions to form a holistic language modality.
. B -deS better scalabilit ULIP-2 also SetS new SOTA on various - Point-BERT [55]  Objaverse(no LVIS) + ShapeNet =~ OpenShape [22] v 38.8 68.8 83.9 97.6
eS| y; * We scale both the tri-modal datasets and the encoders (3D and CLIP) Point-BERT [55]  Objaverse + ShapeNet OpenShape [22] / 465 763 826 969
dOWhStream taSkS for pre_training_ ) . Point-BERT [55]  Objaverse + ShapeNet + (2 extra) OpenShape [22] v 46.8 77.0 84.4 98.0
a statue ha"s a chair Shane ULIP [52] v/ 2.6 8.1 604  84.0
on the back apelet ULIP-2 X 164 343 752 950
<t f Point-BERT [55] Objaverse(no LVIS) + ShapeNet gﬁg_[jz] '; iég 471;(9) 24818 gg;
"a statue on a chair a statue ot a man
in gray color" sitting on a chair" Objaverse + ShapeNet gﬁg_[;z] ‘; 232 gﬂl)(l) 56;4913 g;?
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* Finetune for 3D Classification on ScanObjectNN

"a small sculpture
. Large Multimodal Model 1 sitting on a pF:-:-destaI"
Two La rge-scale Tri-modal __, pycup | Describe "a statue that is Model #Params(M) Overall Acc Class-mean Acc
. sitting in a very still -
Datasets are Re|eased_ — ccana! PointNeXt (from scratch) 1.4 87.5 85.9
. . "a statue of a figure with a crown, anda’ PointNeXt (W/ ULIP-Z) 1.4 91.5 (T 40) 90.9 (T 50)
 ULIP-Objaverse Triplets modonatier,
. "a §ma sto|r'1e statue with a book an ! "3 small statue of a
o ULIP-ShapeNet TrlpletS writing tool " ".a s.tatue of someone ?j\ woman in a cloak . 3D-to-Language Generation
l l l sblttuI:"g and reading a Mﬁ; sitting on a throne"
Text B o D o — Multimodal generation framework  Frozen 3D encoder CIDEr score
ext o000 Image . 3Dd
Bneoder edligned  ooe" neoder " X-InstructBLIP PB w/ULIP 132.2
Modality ULIP-Objaverse ULIP-ShapeNet ‘ ‘ "a statue of a person a sculpture of a person X-InstructBLIP PB w/UL|P-2 160.5(1 28.3)
Point Cloud 800k 52.5k \ j with a crown" sitting on a throne" ' '
oint Clouds ~ ~ 52.
Images ~ 10 million ~ 3 million et |
Language ~ 100 million ~ 30 million et \ L |
"5 statue with a robe and vy "statue of king benjamin on a
" & grey background" . . .
a crown % Our Github repo includes:
Downstream Tasks -  Pre-trained models

Zero-shot 3D "a statue holding a book and a scepter”

classification

3D classification
with fine-tuning

* Pre-train datasets

3D captioning

lllustration of our scalable tri-modal dataset creation framework.



