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Overview
* Effective and efficient scalable framework for independent
modality alignment to a frozen LLM showing emergent reasoning
across multiple modalities simultaneously.
* Introduce the first benchmark DisCRn requiring models to perform
discriminatory reasoning across multiple modalities.
* A comparison of two prominent modality-to-language projection
types, Q-Former and Linear Projection shows that the former is
better suited when cleaner and more variable data is available.

Individual Modality Training
Each modality-to-language projection is trained independently.
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